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Reviewers report:

This article proposed a deep-learning based framework for identifying ovarian cancer subtypes. Based on the denoising autoencoder, multi-omics dataset composed of mRNA, DNA methylation, miRNA and CNV dataset were integrated and representative features were extracted. K-means clustering was applied for subtype identification and authors provided biomarkers associated with ovarian cancer by the classification model with L1-penalized logistic regression. The authors showed the performance evaluation to provide reliable results, however, I have major and minor concerns that should be addressed for publication.

1. The aim of this paper is not clear. This paper proposed a framework for ovarian (OV) cancer subtype identification, however, in the methods section, this framework only cluster OV cancer datasets into two subtypes named low risk and high risk. Is OV cancer originally composed of only two subtypes? For subtype identification, authors should at least perform estimation of the number of clusters by showing the performance measurement of clustering, whether the two clusters are the optimized number of clusters. There is no chance of finding new novel subtypes of OV cancer in this framework. Moreover, if we set the number of clusters for two from the beginning, why do we need to use this method for cancer subtype identification?

2. Description of the method part is insufficient. To integrate four omics datasets by denoising autoencoder, are all the datasets concatenated and then used for the input? Also, after applying the denoising autoencoder, are the extracted features used for the K-means clustering? There is no any other description of K-means clustering part in the methods section.

3. In the methods section, after obtaining the labels clustered by k-means, the proposed framework performs logistic regression-based classification to provide biomarkers for the labelled subtypes using mRNA features.

Do the mRNA features refer to gene in the dataset? In this case, is the multi-omics dataset only used for subtype clustering and the gene expression dataset only used for biomarker detection? What is the difference between using multi-omics dataset for subtype identification and using mRNA dataset for subtype identification, if the paper provides biomarkers based on the mRNA dataset?

3-1. Three GEO datasets of gene expression profiling were used for testing the logistic regression classification model with lasso. However, the classification model is constructed based on the subtype labels obtained from the previous denoising autoencoder (DAE) and K-means clustering steps. How did those geo datasets obtain the subtype labels, as they did not have other 3 omics dataset (CNV, DNA methylation, miRNA) to be used for DAE?
4. In the section of evaluations of ovarian cancer subtypes identification (Methods), the authors wrote that they presented performance comparison of different cluster methods. However, I think the description should be modified. They used k-means clustering for all experiments and used different dimensionality reduction methods. (e.g. PCA, kPCA, AE, DAE). This experiment shows the performance evaluation of different dimensionality reduction methods, to validate the performance of DAE. Please modify the description in the section.

4-1. For the evaluations of OV cancer subtype identification, the authors should add the results of comparing the previously presented OV cancer subtype identification methods or at least widely used general cancer subtype identification methods such as iCluster or SparseK.

5. This paper presented the cancer subtype identification framework using multi-omics dataset. The performance comparison between using each single omics should be added in the results section to show the advantage of using multi-omics dataset.

6. In the results section, more details of experiments should be added to help reader for better understanding.

6-1. Please add the results of classification accuracy from the logistic regression classification model.

6-2. Please provide the number of features in each omics dataset, and how many features were selected after the logistic regression classification model with lasso.

6-3. In Table 2, what does the number of in the table represent? Is it the number of samples for each subtype? Also, with my understanding, the authors clustered the samples into the low risk and high risk group. What do the "Censored" and "Uncensored" used for?

6-4. In figure 3, are the clustered modules from WGCNA represented by the colors? Then add the description of it, to make readers understand.

7. The architecture parameters are introduced in the methods section. How were these parameters selected? Were they randomly selected?
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