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### Summary Statement

In this manuscript, the authors create a novel method (BCR) based on observations of 'biplots' that attempts to find variables that contribute to the separation of classes of samples. By the use of this procedure, they hope to avoid some of the pitfalls inherent in multiple testing correction of results from standard statistical tests (such as the use of Benjamini-Hochberg to control the false discovery rate), as well as finding related variables contributing to the separation of sample classes. The authors provide background on biplots, an explanation of their method, and then test their method against other methods using a synthetic dataset that should have some of the properties of the biological data of interest, as well as biological dataset, where only their BCR method returns any results.

I think this manuscript is potentially an important contribution, because it is known that single *biomarkers* are not robust across variations in individuals and rarely are robust across replicate studies, and groups of biomarkers should provide better indications of pathology.

I do think the BCR method is conceptually interesting, and potentially solves a very real problem in the analysis of various high-feature, biological -omics datasets, however, I do have some concerns about the submitted manuscript.

Before bringing up points of concern, I will briefly summarize my understanding of the BCR methodology from my reading of the manuscript:

- Perform dimensionality reduction on two class data

- Take the first two dimensions ordered by importance / variance explained, etc

- For each class of points
- create a multivariate normal distribution of the scores, and then define a 95% 2D CI for that class of samples

- find variables that contribute to increasing scores for those samples in the 95% CI for each of the two dimensions.

- filter to the top 5% (default) of variables in those two directions

- filter out variables that have weak correlation to the response variable by statistical evaluation of correlation, removing those either with p-value $\geq 0.1$ or 0.1 FDR (unclear from the manuscript)

Had the MatLab code been provided to the reviewers by the authors, it would be much easier to evaluate if my summary is correct.

## Major Points of Concern

1. Throughout the manuscript, the term "statistical approach" is used to describe the BCR methodology. However, there are no typically defined "statistical tests" defined that give the end-user an idea of the "confidence" that the variables returned are truly associated with the condition of interest. There is also no test to verify that the method does not return false positives when there are truly no variables associated with the response variable, as would be the case from completely random data. I understand that the "properties" of the loading vectors are "statistical" due to the fact that they can encode the covariance of two variables, however I don't think that justifies the use of the word "statistical approach" as used in the manuscript. The only way that I could see the continued use of "statistical approach" in this manuscript, is if the covariance of the loading vectors to the vectors defining the 95% confidence interval of the scores in the biplot were used. According to the description given in the manuscript, this is NOT what is being done (see my description of the algorithm above).

2. Does the BCR procedure produce valid results if the two most important dimensions do not actually separate the groups? Relatedly, does BCR return false positives in the case when there are no variables that separate the classes of samples?

3. For the analysis of the simulated data, O-PLS is used as the dimensionality reduction method. Based on my own understanding of O-PLS, O-PLS was developed to remove sources of variance *orthogonal* to the underlying sources of variance (batch vs biological variance for example), so that they can be removed before considering the rest of the data and hopefully uncover the *biological* contributions to the variance. I do not think it is appropriate to use it in this context.

4. The type of statistical test used as the basis for the FDR results is never explicitly identified. I am assuming that a t-test was used to generate the uncorrected statistics, and then the p-values were FDR corrected using the two different methods (FDR1 and FDR2).

5. The correlation analysis at the end of the BCR procedure may be appropriate for non-categorical data, but I don't think it is appropriate for categorical data of the nature discussed. Logistical regression would be more appropriate. It is also unclear which values are used in the correlation test; the raw values for that variable, or the loadings for that variable? It is not clear from the description.
6. The plots of the paired variables X1,X5, X9,X10, X28,X29,X30 are helpful, but it would be easier to see how the variables contribute to separation or not through plots of their values in each sample class, with the examples of some that contribute to separation in tandem. It would also be important to address the question of whether some variables contribute to separation in higher dimensions from the dimensionality reduction??

Is there a good reason why the loadings for variables X9-X30 are so much smaller than X1-X8, as observed in Fig 3??

7. The analysis of the simulated data does not address which of the variables are selected by each method. I would expect that X1-X8 are found in every case by each of the methods evaluated. However, which other variables are also found by each of the methods would illuminate the advantages of BCR over the others, vs the current argument of "more variables found" on average.

8. Which variables are being removed by the correlation test is not addressed. I would expect that many of the noise variables are removed, but are some of the other "separating variables" also removed, and does this explain why BCR never finds all 30 variables?

9. Related to the above two points, Fig 3 does demonstrate that the related variables X1-X4 are in one direction, and X5-X8 are in the other direction, implying that the inter-variable correlation is captured. However, given that the idea of BCR is inspired by 'biplots', and that an analyst using BCR *does not* have to use 'biplots' directly when using BCR, what is it about the BCR method that captures which variables are related / correlated? I believe this *is* due most of the dimensionality reduction methods capturing the covariance of variables in the data, however, it is implied that FDR and STOCSYO cannot capture these relationships. That may be so, but if X1-X4 and X5-X8 are captured repeatedly by either the FDR or STOCSYO methods, then what advantage does BCR have over those other methods? There also does not appear to be anything in the BCR method that inherently groups the variables together in reporting the variables, negating the primary claim of the method by the authors. This cannot be evaluated without reporting *which* variables are reported by each method.

10. In contrast to what is indicated from the guidelines to authors page, none of the software for generating simulated data, the MatLab package to run BCR, the simulated data, or the biological data analyzed are available. My understanding of the guidelines to authors (https://biodatamining.biomedcentral.com/submission-guidelines/preparing-your-manuscript) implies that *all* of these should be available, and in no way constitute protected data or source code (the metabolomics data are not from human clinical samples, for example). See "Data and Materials" on https://biodatamining.biomedcentral.com/submission-guidelines/preparing-your-manuscript. I would expect software to be archived on figshare or zenodo or data dryad, with the simulated data, and the metabolomics data should be in metabolights or metabolomics workbench, or if it does not meet their standards, could be hosted on figshare, zenodo, or data dryad.

## Minor Points

1. Introduction, Pg 1, Line 31: "current improvements show that >12,000 metabolic features can be extracted [11]", suggest changing this to read: "current improvements in data processing have demonstrated that ...."

2. Reference 23 does not seem to have anything about post-analysis, based on the version I can access
from this URL: https://pdfs.semanticscholar.org/045f/6250ad3a3e1c5337f4859c4464617926cd5c.pdf

3. In the methodology, the explanation of how PCA works is rather extensive, however, the full explanation of PCA is overwhelming, and a full explanation does not seem to be necessary for understanding the BCR method. In general, BCR requires some kind of loadings, representing how much a variable contributes to that new dimension, and scores, representing the score of the sample in that new dimension.

A graphical representation of the decomposition, and then how BCR chooses the variables in that lower dimensional representation would greatly help illustrate what is going on. The `biplot` figure does help, but it is disconnected from a representation of the scores and loadings.

4. It is surprising that none of the methods had false positives. Given that neither of the FDR methods control family wise error rate (unlike bonferroni correction), I would have expected some of the noise variables to have shown up some of the time, given that they control the expected number of false positives only.
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