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Reviewer’s report:

In the manuscript, the authors proposed an interesting algorithm to approximate the ideal L0 penalized regression. Simulations and real data applications demonstrated a clear advantage of the proposed method for big data application. Overall, I believe that the method is novel and computationally efficient, and is a valuable contribution to the arsenal of methods for omics data. However, some details should be clarified and additional analyses performed before publication.

Major:

1. Algorithm: the initialization of eta is not clear. If eta = beta =0 as the author stated, the solution will be stuck in beta=0.

2. Algorithm: based on the reweighting algorithm, is it possible that the algorithm will be stuck in a local minimum? Will it be sensitive to a different starting point of eta?

3. Algorithm: it is not obvious to the reviewer how the sparsity is achieved using a ridge-type regression in each step. It seems that a final step of thresholding is needed to set these very small coefficients to 0's. Please state it explicitly.

4. Lemma: the lemma has not been rigorously proved in the reviewer's opinion: the proof is more of an intuitive justification of the proposed iterative algorithm.

5. Simulations: the selection of lambda should be based on the same criteria (AIC and BIC, or CV) when comparing different methods (table 2);

6. Simulations: I would suggest comparing to L1 regression using glmnet, since most applications are still using L1 penalization due to the super efficiency of glmnet.

7. Simulations: ANSF and PTM criteria are good. The evaluation will be strengthened if some measure of false positive control (e.g. empirical FDR) is also reported since one of the aims is to select the gene signature.

8. Application: the authors may consider reporting the coefficients (magnitude) for the selected features. This will also guide the design of the simulations.
9. Application: the evaluation (based on AUCs) may be too optimistic since the filtering (P < 0.01) seems to have been conducted before the model training. If the AUCs are reported, I will suggest that screening/filtering and tuning parameter selection are both performed on the training data sets and evaluation on the test data set (which has not been used for feature screening and tuning parameter selection).

10. Application: it is interesting to compare to other methods. For example, compare to the simple univariate testing procedure (coupled by FDR control), and the L1 penalization procedure to demonstrate the benefit of the proposed procedure.

Minor:

1. P3 L21-28. It is not clear how these applications are related to the proposed method. Need to rewrite.

2. P4 L25. Please explicitly state that it is the "canonical" link function. I believe the method can be applied to a general link function with some modifications.

3. "Debulking" should be defined since readers may not be familiar with it.
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