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Reviewer's report:

The paper describes a clustering-based method for identifying outliers and implausible values in EHR laboratory data. This is an important area since we know that EHR data contains errors, but they are hard to find manually. As the authors point out, creating rule-based procedures for finding implausible values is time consuming, error prone and doesn't scale. The authors propose a hypothesis that for large data sets, implausible values should be sparse. The paper is organized and well written.

The primary issue that I see with this paper is that there is a difference between an outlier and an implausible value. An implausible value is data that doesn't make sense given what we know of how the world is supposed to work. For example, if the EHR contains a patient record for a 6-year old child that lists them as married, that is an implausible value. However, if the EHR has a patient record for a 120 year old man, that is an outlier. It might not be likely, but it is not an impossible value. We probably need to look at other information to decide.

So the question is, can we distinguish implausible values from outliers using the authors proposed clustering technique? Maybe, but the paper doesn't explain that well enough. For the lab values that are identified as implausible in the paper, can the authors explain more about how they determined their cutoffs and whether the value is theoretically possible, and therefore an outlier? For example, for LOINC 10839-9, there were 39,000 implausible values. Why? What was the underlying cause? It seems like you have the data to explain that.

Page 6, line 13. The transition to discussing clustering is abrupt. Doesn't clustering also use density or distance metrics? You need to explain a little better how the proposed clustering approach is better than the methods described earlier.

Page 10. What does db(x) refer to?
Page 10-11. The authors do a nice job of explaining the tradeoffs of increasing sensitivity and specificity.

Page 13, line 3. It's not clear at all from Table 2 that "...the clustering approach produced overwhelmingly better specificity...". In fact, it looks pretty good. Are the differences meaningful?

Detecting implausible data is very important. Overall, I believe the authors' approach leads to better outlier detection. But the authors need to explain a little better how their approach is better than CAD. On Page 15, there is the start of an explanation for why clustering is better when they say "...[implausible] observations can be found anywhere across the distribution of data..." You should expand on that line of thinking and show how that is better than just having cutoffs at extreme low or high values. Were there any LOINC codes that showed that behavior?
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