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Dear Editor,

Thank you and the reviewers very much for your constructive comments. Attached please find our revised manuscript. All changes are highlighted in the text and we list below point-by-point answers to all criticisms raised by reviewers.

Yours sincerely,

Son Doan, PhD
National Institute of Informatics
2-1-2 Hitotsubashi
Chiyoda-ku, Tokyo 101-8430, Japan
Phone: +81 (0)3 4212 2536
Fax: +81 (0)3 3556 1916
Email: doan@nii.ac.jp
Reviewer #2

Major comments

The authors present an ensemble classification approach to a named entity recognition task using medical records. They employ two complementary classification approaches: support vector machines and conditional random fields. They claim that an ensemble of classifiers can perform better than individual classifiers on a named entity recognition task.

Major Revisions

While fairly well written, the paper could be improved by a professional editor

**Answer:**

The manuscript has been copyedited by a professional service.

|   | As written, the authors still present unsubstantiated claims. Under Results and discussions, the authors use the terms such as “substantially”, “comparable”, and “better” to describe differences in performance. Differences in performance must be noted as being either statistically significant or not statistically significant at a given level of confidence. Without this information, we do not know if the differences noted are true differences or if they are due to random chance. Since Table 9 comes after Tables 8 & 9, it would appear as if statistical significance is not provided for the 10-Fold results. For example, on page 15 the authors state: “Another interesting finding from Table 5 is that while the SVM-based system is better than the CRF-based system in medication.” I would question if the difference between 92.13 and 92.26 is significant. Additionally, even when the authors present statistical significance in their tables, the findings appear to be ignored in the narrative. For example, even though table 9 shows that the differences between the Sydney system and each of the CRF and SVM systems are “NS”, on page 16 the authors state: “Table 7 shows that compared to the Sydney team’s result (F-score of 89.19%), our methods are better, but comparable, with F-score of 89.26% from the CRF, and 89.21% from the SVM. This shows that using customized MedEx as inputs to the SVM and CRF helps to improve the F-score of those two machine learning methods.” If the differences are not significant then none of the systems can claim to be better than any of the others. Even if significant, since the Sydney system used CRF, it is not clear how this would show that customized MedEx as an input would improve the performance of an SVM system. Statistical significance needs to be provided for each of the tables presenting... |
performance results. Rather than creating a separate table, statistical significance can be shown in the body of the table by using either asterisks or bold text.

**Answer:**

We agree that more significance tests should be provided for not only the system but also individual fields. In the revision, we reported significant tests using approximate randomization. Results for significant tests for the whole system and individual fields are shown in Table 6 and Table 8. We used bold text for significant test in Table 4 for semantic tag feature.

Some parts in the Results and Discussion were revised based on significance test results. Below are major changes:
- The first paragraph on page 16 was revised from the original paragraph on page 15 that includes statement “Another interesting finding from Table 5 is that…” mentioned in the review.
- The last paragraph on page 17 was revised from the original paragraph on page 16 that includes statement “Table 7 shows that compared to the Sydney team’s result…” mentioned in the review.

| 2 | The reason provided for employing simple majority voting is “that it works well when individual classifiers have different characteristics with regard to the precision and recall.” It is not apparent from the tables that this is the case.  
**Answer:**
We removed that sentence from the manuscript in the revision. |
| 3 | The first sentence in the explanation for Local SVM-based voting appears to contradict the second sentence.  
**Answer:**
The text was corrected. |

**Minor Essential**

| 1 | The authors introduce the six i2b2 entities on page 4 as “medication information” and “fields.” However, subsequent mentions use the terms “entities” and “classes” without bridging the several terms. I would pick one way to collectively refer to the six and use it consistently in the paper.  
**Answer:**
Thanks for the comment. We consistently used the term “fields” in this revision. |
<p>| 2 | Page 10 states: “Words only. We refer to it as the baseline method in this |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
</table>
| study.” Yet on page 15 the baseline refers to the customized MedEx system. | **Answer:**
|   | The text was corrected. “Words only” was not used as the baseline. |
| 3 | On page 5 the author state that: “It is likely that the richer training data used by the Sydney system was responsible for the difference in performance between those two systems,” but neither provide a reason why this is likely nor explore any differences between the two systems. | **Answer:**
|   | We removed this sentence from the manuscript to avoid confusion. As we don’t have access to the codes of Sydney’s system, we decided not to comment on this. |
| 4 | On page 6, the text “Clearly the Sydney team developed their approach during the i2b2 challenge period under time pressure while that was not an issue for us” does not flow from the prior sentence. | **Answer:**
|   | This sentence was removed in the revision. |
| 5 | On page 7, the term “BIO format” is presented without explanation. | **Answer:**
|   | Text for an explanation of using the BIO representation was added in pp.7-8. |
| 6 | Citations 21 and 22 have misspelled Özlem Uzuner’s name. The umlaut is in her first name, not her last name. | **Answer:**
|   | Sorry. We corrected that. |
| Discretionary |   |