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SHORT SYSTEMS DESCRIPTION
The NCBI entry to the CHEMDNER task, tmChem, combines two conditional random field (CRF) models and multiple post-processing steps. The first model is an adaptation of BANNER [1], built on the MALLET toolkit (http://mallet.cs.umass.edu/), using a fine tokenization which splits tokens at whitespace, punctuation, digits, and lowercase letters followed by an upper case letter. The feature set includes a wide array of features typically used for NER, the output of ChemSpot [2] – which provides functionality similar to a lexicon but with increased flexibility – and multiple pattern features to recognize chemical elements, formulas and amino acids. The second model uses the CRF++ library (https://code.google.com/p/crfpp/), and is repurposed from the tmVar system for locating genetic variants [3]. This model uses an even finer tokenization than Model 1 by also separating digits, lower and upper case letters into separate tokens. Model 2 also employs a wide variety of typical NER features, features to recognize chemiCEM elements and also many morphemes semantically meaningful in chemical names (e.g. “tri-” and “-ate”). Our models employ post processing steps for several purposes, including resolving abbreviations using Ab3P [4], improving consistency, balancing parentheses, and also identifying chemical identifiers by matching to a dictionary extracted from the CTD database (http://ctdbase.org/). We experimented with model combinations, marginal probabilities to provide high recall results, and also a method to convert our CEM results to the CDI task. Our highest performance on the test set for the CDI task was an f-measure of 87.52%. Our highest performance on the test set for the CEM task was an f-measure of 87.39%, the highest in the task, and our highest recall was 92.12%.
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SHORT SYSTEMS DESCRIPTION
WHU-BioNLP CHEMDNER System with Mixed Conditional Random Fields and Word Clustering
We considered the chemical compound and drug name recognition as a sequence labeling problems, and conditional random fields [2] is the classic method to solve this problem. We use CRFs to as the main frame to design CHEMDNER system for recognizing the chemical compound and drug name in the paper, the main frame of the system is as Figure 1. We will introduce the system and the methods in four aspects, preprocessing, word clustering, mixed CRFs models and post processing.

Preprocessing
We propose two methods to preprocess. First we construct the tokenizer with white space and the symbols in Figure 1 to segment the corpus, which can reduce the sparse feature in the BioCreative IV task.
Furthermore, previous studies show that the F-measure of the recognition can be improved in the letter level and with the training from the right to the left (Error! Reference source not found.). In this study, we also constructed a CRF model in the letter level, with the training from the right to the left.

Word clustering
Our system uses the Brown Cluster, created from a hierarchical word clustering algorithm, and we downloaded about 74,000 articles including titles and abstracts from the PubMed database, and segmented them with the tokenizer for word clustering. We used the Brown clustering algorithm to acquire 1,000 clusters, and assigned each cluster a binary representation based on Huffman coding. Table 2 shows some example words and their binary representations. Intuitively, the more similar the prefix of the word’s Huffman codings, the more similar the words.

Training and prediction
When training the corpus, we used the label set \{B, M, E, S, B_NER, M_NER, E_NER, S_NER\}. B stands for the beginning of a normal sequence, M for the middle of the normal sequence, E for the end of the normal sequence, S for the single-token normal sequence. B_NER stands for the beginning of an entity sequence and so on. The reason why we didn’t use the label set \{B, I, O\} in the system is that the label set in the system exhibited a better distinguishability in this task. We used three methods shown in Table 1 to train the model with 7,000 training data and 3,000 test data, and merged the two tagging results based on the following strategy: when the two results have the same left offset or right offset, we choose the one with the higher confidence if its confidence higher than the other by 0.7; otherwise we keep the longer one and delete the shorter one. After merging the results, we filtered the entity if its confidence is lower than 0.00001. Finally, we refined the result with the strategies listed in Table 1. Take the row 1 as an example, it means that when the count of ‘(‘ is higher than that of’)’ by 1 in the entity, and if to the right of the entity

<table>
<thead>
<tr>
<th>Count(symbol) in entity</th>
<th>Symbol next to entity</th>
<th>Change offset</th>
</tr>
</thead>
<tbody>
<tr>
<td>( = ) + 1</td>
<td>Right is )</td>
<td>Right + 1</td>
</tr>
<tr>
<td>( = ) - 1</td>
<td>Left is (</td>
<td>Left - 1</td>
</tr>
<tr>
<td>[ = ] + 1</td>
<td>Right is ]</td>
<td>Right + 1</td>
</tr>
<tr>
<td>[ = ] - 1</td>
<td>Left is [</td>
<td>Left - 1</td>
</tr>
<tr>
<td>{ = } + 1</td>
<td>Right is }</td>
<td>Right + 1</td>
</tr>
<tr>
<td>{ = } - 1</td>
<td>Left is {</td>
<td>Left - 1</td>
</tr>
</tbody>
</table>
Results and discussion

Our system trained on 7000 annotated PubMed corpus and tested on 3000 PubMed corpus. Both the training corpus and testing corpus were provided by BioCreative IV, which also provided the evaluation method and the evaluation tool. And the result for CDI task is shown in the Table 3, and result for CEM shown in the table 4. In the BioCreative IV evaluation, our system achieved the highest F-score of 88.20 % in CDI task and achieved the second F-score of 87.11, which lower 0.28% than the highest F-score of 87.39%.

Table 3: CDI result by our system

<table>
<thead>
<tr>
<th>System</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Letter</td>
<td>0.90706</td>
<td>0.85121</td>
<td>0.87825</td>
</tr>
<tr>
<td>Word</td>
<td>0.90221</td>
<td>0.74536</td>
<td>0.81632</td>
</tr>
<tr>
<td>Letter+invert</td>
<td>0.90766</td>
<td>0.85157</td>
<td>0.87872</td>
</tr>
<tr>
<td>Word+Brown</td>
<td>0.89322</td>
<td>0.78393</td>
<td>0.83501</td>
</tr>
<tr>
<td>Merge system</td>
<td>0.87018</td>
<td>0.89408</td>
<td>0.88197</td>
</tr>
</tbody>
</table>

Table 4: CEM result by our system

<table>
<thead>
<tr>
<th>System</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Letter</td>
<td>0.91965</td>
<td>0.80450</td>
<td>0.85823</td>
</tr>
<tr>
<td>Word</td>
<td>0.91774</td>
<td>0.70632</td>
<td>0.79827</td>
</tr>
<tr>
<td>Letter+invert</td>
<td>0.91992</td>
<td>0.80482</td>
<td>0.85853</td>
</tr>
<tr>
<td>Word+Brown</td>
<td>0.91069</td>
<td>0.74530</td>
<td>0.81973</td>
</tr>
<tr>
<td>Merge system</td>
<td>0.89105</td>
<td>0.85200</td>
<td>0.87109</td>
</tr>
</tbody>
</table>

Analysis and conclusion

From the table 3 and table 4, we can obtain the conclusion the inverting the corpus improved the performance a litter, and word clustering improved the recall rate of the system. Thus the word clustering improved the F-score of 1.87% in the CDI task and 2.15% in the CEM task. And we improved the all F-score of 0.37% in the CDI task and the mixed the model 1.29% in the CEM task.
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SHORT SYSTEMS DESCRIPTION

LeadMine is a system for recognizing entities, especially chemical entities, using a combination of expertly curated grammars and dictionaries, as well as dictionaries automatically derived from public resources. The identified entities are directly related to a given grammar or dictionary, which allows the type of an entity to be known and, if an entity is misannotated, indicates which resource should be corrected. As recognition is driven by what is expected the approach can correct spelling errors, which can assist
with looking up an entity in a database or converting a chemical name to a structure. To achieve state of the art performance (87.6% $F_1$-score on the CEM task) the system uses a high precision dictionary derived from PubChem in combination with entity boundary modification and abbreviation detection post-processing steps.

**Team 184**

Authors: Riza Theresa Batista-Navarro$^1$ and Rafal Rak$^1$

Affiliation: $^1$National Centre for Text Mining, Manchester Institute of Biotechnology 131 Princess St., Manchester, United Kingdom M1 7DN

e-mail: RTBN: riza.batista-navarro@cs.man.ac.uk; RR: rafal.rak@manchester.ac.uk

**SHORT SYSTEMS DESCRIPTION**

For both CDI and CEM tasks, the challenge was cast as a sequence labelling problem which was addressed using the conditional random fields (CRF) algorithm (Lafferty et al., 2001). The documents were pre-processed with the LingPipe MEDLINE sentence model (http://alias-i.com/lingpipe), the tokeniser of OSCAR4 (Jessop et al., 2011) and the GENIA part-of-speech and chunk tagger (Tsuruoka et al., 2005). With the utilisation of the NERsuite package (http://nersuite.nlplab.org), a statistical model was trained based on a rich feature set that was customised to capture various chemical characteristics. Engineered features included matches within chemical dictionaries, the occurrence of chemical affixes, the number of chemical basic segments, and matches against a list of chemical element symbols. The used dictionaries were ChEBI (de Matos et al., 2010), DrugBank (Knox et al., 2011), CTD (Davis et al., 2012), PubChem Compound (Bolton et al., 2008) and the Joint Chemical Dictionary (Hettne et al., 2009). Furthermore, post-processing heuristics were incorporated into the method to capture missed abbreviations and to re-label tokens initially recognised as non-chemical but likely to be constituents of chemical names. Evaluation on the provided data set reveals that the incorporation of additional features and post-processing heuristics improved the performance for both CDI and CEM, compared to employing only a model trained on the basic features typically used for NER.
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**SHORT SYSTEMS DESCRIPTION**

Different naming conventions of chemicals (e.g. trivial, systematic or brand names) and their incoherent usage lead to morphologically diverse mentions of chemicals in text. Building on our chemical Named Entity Recognition tool ChemSpot [1], we address this diversity in [2] by training a second-order linear-chain conditional random field (CRF) with features extracted from the output of subroutines of ChemSpot and OSCAR4 [3], as well as containment of token n-grams in various chemical dictionaries and ontologies. Compared to our previous system [4], we added as features predictions of OSCAR4, dictionaries generated from PHARE, Drugs@FDA and WHO ATC, as well as token skip-grams and word stems. The resulting meta model captures individual confidences and biases of these resources with respect to the task at hand.
Our ablation study revealed that features derived from OSCAR4 and dictionaries in Jochem [5], particularly MeSH, have the highest impact on the quality of predictions on the development set (see [2] for more details). Compared to a configuration that solely employs standard features as reported in the Named Entity Recognition literature, using these domain-specific features in addition increases the performance on the test set substantially: From 55.11% to 84.17% $F_1$ measure. The best results were obtained when working with all feature classes but switching off stemming (86.47% $F_1$ measure). For the chemical document indexing subtask, we generate a ranked list of chemicals by calculating TF-IDF scores for mentions predicted by the CRF, yielding an $F_1$ measure of 87.90%.
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SHORT SYSTEMS DESCRIPTION
We applied a supervised machine-learning approach, using the Conditional Random Fields (CRFs) [1] implementation provided by MALLET [2]. The method applied for this work was developed on top of two frameworks: Gimli [3] was used for feature extraction and to train the machine learning (ML) models, and Neji [4] was used for performing NLP, for pre- and post-processing tasks and as the framework for multi-threaded document annotation.

We defined a complex set of features to properly represent these entities, including token and NLP derived features (lemma, POS, chunk tags, and dependency parsing features), orthographic features (number of digits and capitalized, symbols and Greek letters), morphological features (suffixes and prefixes, char n-grams of 2, 3 and 4 characters and word shape) and domain knowledge features derived from dictionary matching. We used conjunctions to encode local context, as this gave better results than using windows. To encode the domain knowledge, we performed preliminary tests using
dictionaries compiled from various sources, and finally created a dictionary with terms Jochem [5], ChEBI [6] and CTD [7].

For the final system, we combined two CRF models of orders 1 and 2. A simple algorithm was used to harmonize annotations provided by these two models. Namely, when two annotations from the different models intersect, the harmonization algorithm considers the confidence scores provided by each model and selects the intersecting annotations with the highest scores. If an annotation does not intersect with others, it is directly added to the final list of annotations. Additionally, we applied two post-processing modules in order to solve some errors generated by the CRF model. First, to perform parentheses correction, the number of parentheses on each annotation is verified and the annotation is removed if this is an odd number, as this usually indicates a mistake by the ML model. We also applied abbreviation resolution to add missing long or short forms, if the corresponding form was annotated, and to expand the annotation boundaries using the result of the abbreviation extraction tool.

Ranking was derived from the confidence scores provided by the CRF models, a value between 0 and 1 that reflects the certainty of the model generating each annotation. In that way, ranking simply orders the annotations in descending order of scores. In the case of the CDI task, an additional filtering step was applied, to remove repeated annotations with the same case-insensitive text.
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A machine learning-based system was proposed for chemical entity mention recognition (CEM). The system first used a rule-based module for sentence boundary detection and tokenization, and then built machine learning classifiers based on conditional random fields (CRF) and structured support vector machines (SSVM) on the training and development sets respectively. The chemical entities were represented by BIO tags, where “B”, “I” and “O” denote the beginning, inside, and outside of an entity respectively. The features used in the classifiers included orthographic information, morphological information, bag-of-word, part-of-speech, chemical lexicons, and three types of word representation related features (i.e., clustering-based word representation, distributional word representation, and distributed word representation). The SSVM-based classifier achieved an F-measure of 85.20% on the test set, which is better than the CRF-based classifier (85.15%).
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SHORT SYSTEMS DESCRIPTION
BANNER-CHEMDNER: Incorporating domain knowledge in chemical and biomedical named entity recognition
We proposed a semi-supervised learning method that exploits unlabeled data efficiently in order to incorporate the domain knowledge into named entity recognition model to leverage the overall system performance. The proposed method includes natural language processing tasks for text preprocessing, learns the word representation features from a large amount of text data for feature extraction and applies the CRF for token classification. Our method does not rely on any lexicon and any dictionary other than the free text in the domain in order to keep the system applicable to the other NER tasks in bio-text data, even though the usage of such resources is reported to be considerable in boosting the system performance.
Brown cluster labels [1] and word vector classes, both induced by learning a large amount of unlabeled text data are extracted as generally applicable word representation features in addition to the word, the word character n-gram and the character n-gram, and the traditional orthographic information (baseline features). K-means clustering was applied to word vector models to drive the word vector classes. We evaluated two different tokenization strategies, a simple white space tokenizer and BANNER simple tokenizer [2] on word representation feature extraction. Surprisingly, very basic whitespace tokenizer performed better.
For the unlabeled data, we collected around 1.4 million PubMed abstracts and full text articles of the whole PMC database available at the time (over 2 million documents). After preprocessing, we derived two different text corpora, PubMed abstract corpus consisting of 1,136,085 vocabularies for induction of Brown clustering models and a merged corpus of the both resources with 4,359,932 vocabularies for learning of word vector models. The combination of the word representation features and word lemmas provided by Biolemmatizer [3] boosted the system performance significantly.
We extended BANNER, a biomedical named entity recognition system with the proposed method. This yields an integrated system that can be applied for chemical and
drug NER or biomedical NER. We called our branch of the BANNER system as BANNER-CHEMDNER, which is scalable over millions of documents processing ~530 docs/min, configurable via XML, and pluggable in other systems thanking to BANNER UIMA interface.

BANNER-CHEMDNER achieves 85.679% and 86.465% of F-measures on the testing set of CHEMDNER CEM and CDI subtasks, and 87.043% of F-measure on the official testing set of BioCreative 2 gene mention task, showing a remarkable performance on both chemical and biomedical NER. In fact, the result reported above outperforms our official entries for CHEMDNER CEM and CDI subtasks by is 0.925% and 0.725% of F-measure, and is the second best performance among the BioCreative 2 gene mention task.
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SHORT SYSTEMS DESCRIPTION
Adapting Cocoa, a multi-class entity detector, for the CHEMDNER task of BioCreative IV
Cocoa is an existing multi-class entity detection system for the biomedical domain. The linguistic system uses morphological information as well as small dictionaries for detecting chemical entities. We made minor changes to the system for the CHEMDNER task by: (a) trimming entities and excluding generic entity terms, both irrelevant to core name detection as defined in the task and (b) adding dictionary entries and (c) handling unusual entity mentions. The final performance in both tasks was ~5% lower than the best performer. We anticipate that adding a ML-based post-module will substantially improve system performance, based on the methodology of other teams in the task.
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SHORT SYSTEMS DESCRIPTION
Žitnik and Bajec propose a novel modular named entity recognition system that uses multiple linear-chain conditional random fields as the main entity mention extractors, mention merging with deduplication and meta-classification of the candidate extractions. Following the challenge they improved the micro-averaged F score from 78.0 to 83.2 for the CEM and from 79.2 to 84.6 for the CDI subtask.
During the preprocessing their system transforms the input data into the internal representation and enriches the data with additional labelings (i.e., part-of-speech tagging, shallow parsing and lemmatization). After sentence splitting and tokenization they additionally split tokens, which consist of mixed digits and alphanumeric characters, periodic system elements or if they include Greek characters. The extraction component recognizes chemical mentions in text and provides a confidence value for a labeled mention and its sentence. They propose two tokenization types (i.e., token-based and phrase-based) and two different labelings, which result in building four different CRF models. The phrase-based tokenization includes noun phrases identified by the shallow parser as tokens. Furthermore, the models are trained against two labeling schemes. The first is specific to the CEM class, while the second just identifies the existence of a chemical entity. The result of the extraction step are labeled parts of text, identified as chemical mentions by at least one of the models. At the step of merging and redundancy elimination they identify the same extractions by multiple models and prepare data for meta classification in the next step. For the meta classification of extractions they use a support vector machines algorithm to finally decide whether a merged phrase represents a valid chemical mention or not.
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SHORT SYSTEMS DESCRIPTION
Chemical Named Entity Recognition with OCMiner
OCMiner is a high-performance text processing system for large document collections ranging from short scientific abstracts, full-text articles and patents up to books. Several linguistic options in OCMiner allow adjusting the quality of annotation results which can be specialized and fine-tuned for the recognition of chemical terms.

OCMiner is a modular processing pipeline for unstructured information based on the Apache UIMA framework [1]. Chemical named entity recognition (CNER) is implemented by integrating a number of different toolbox modules into the OCMiner pipeline. Readers process data from a variety of sources, standardizing the input for further analysis. Analysis engines add further data. Consumers provide the final output - in the case of the CHEMDNER challenge in the BioCreative annotation format. At the core of the system are analysis engines. First of all, there are some preparatory processes such as language detection, sentence splitting, tokenization, document structure recognition. Then, dictionary-based named entity recognition constitutes the most important module for the CHEMDNER task. We use a high performance dictionary look-up technology with support for very large dictionaries (our chemical dictionary has ca. 34 million entries).[2] It implements specific language and dictionary dependent treatment options. For example, it is adaptable to recognize spelling variations, e.g. spaces/hyphens, diacritics, Greek letters (e.g. “α-amino acid” → “alpha-amino acid”), plural forms, apostrophe s. The dictionary can be fine-tuned with the help of domain-specific blacklists, whitelists and graylists. They include stop words, common words and homonymic expressions. In order to get meaningful annotation results, some terms have to be blacklisted in general. Other terms can be identified as chemical names
in a particular context only (e.g. enumerations). These terms are collected in a "graylist" and are only annotated under specific circumstances. Furthermore, there are conditional black- and whitelists where particular context conditions can be specified.

The chemical dictionary is generated from a compound database which is built from various publicly available sources such as PubChem, MeSH, DrugBank, ChEMBL, among others. It contains chemical structures for over 14 million compounds which are stored together with their most common synonyms such as trivial and systematic names, IUPAC names, drug names. The compounds in the database are assigned to chemical compound classes using our chemistry ontology.

The chemistry ontology constitutes the "backbone" of our system's chemical knowledge. It is an ontology of chemical classes which permits an automated high-quality hierarchical classification of chemical compounds according to their structure or their functional properties [3]. The ontology covers the most relevant upper-level chemical compound classes and substituent group classes. All of them contain chemical structure information in form of SMARTS structural patterns [4], which are the basis of a structure based automatic assignment of chemical compounds to these upper-level classes. We are thus able to annotate a chemical term referring to a compound with its ontological parent classes. This allows for an ontological search of compounds in search engines such as OCMiner [5]. Besides the dictionary look-up of database compounds, our system also makes use of name-to-structure conversion tools (OPSIN [6], ChemAxon [7]).

A special module is dedicated to the recognition of chemical formulas. Commonly used types of chemical formulas are, among others, sum formulas (e.g. C₂H₅O) and constituent formulas (e.g. CH₃-CH=CH₂), as well as mixed forms and abbreviations of substituent groups (e.g. "Me") within them. Our system tries to build a chemical structure (e.g. SMILES [4]) from these expressions. If it succeeds, then the expression in question is very likely to be a valid chemical term.

Additional components handle specific scenarios. For instance, we use an abbreviation annotator which finds expansions of acronyms and abbreviated terms. Another module recognizes expressions like "vitamin A and B" as a coordinated entity and annotates "vitamin A" as such and "B" as "vitamin B". A chemistry-specific module tries to recognize whether a given chemical expression refers to a specific compound, a compound class, a substituent group, or classes thereof [8]. This module considers the annotated text, information about the chemical concept it refers to, and the surrounding context. The knowledge of a chemical term type is used for correcting annotation errors. This is especially useful in case of accumulations of various consecutive annotations which are either combined or deleted, depending on the involved chemical term types.
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SHORT SYSTEMS DESCRIPTION
Recognition of chemical entities: combining dictionary-based and grammar-based approaches

We investigated an ensemble approach to extract chemical named entities from text. We focused on extracting non-systematic chemical identifiers using dictionary-based methods, systematic identifiers using grammar-based methods, and database identifiers using a set of manually defined regular expressions. We mainly considered lexical resources that provide chemical structure information. Using an open source indexing system (Peregrine [1]), we assessed the performance of ten different commercial and publicly available lexical resources (ChEBI [2], ChEMBL [3], ChemSpider [4], DrugBank [5], HMDB [6], NPC [7], TTD [8], PubChem [9], Jochem [10], UMLS [11]), in combination with three different chemical compound recognizers (ChemAxon’s Document-to-Structure toolkit [12], NextMove’s LeadMine [13], and OSCAR 4 [14]). The effect of different stop-word lists, case-sensitivity matching, and use of chunking information (through OpenNLP chunker [15]) was also investigated. The best combination along with a set of regular expressions was used to extract the compounds. Further improvement was made by expanding the dictionary with the gold-standard annotations from the training set that were missed by our system, and adding all false-positives to our stop-word list. Furthermore, we removed the shorter of two overlapping terms. For the CDI subtask we calculated confidence scores for all recognized terms and used these to rank the mentions. Our analyses show that a combination of ChEBI and HMDB as lexical resources, the LeadMine tool for grammar-based recognition, and the regular expressions, outperformed any of the individual systems. The system is able to provide structure information for most of the compounds that are found.
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SHORT SYSTEMS DESCRIPTION
We participated in the CEM subtask of the CHEMDNER task, and developed a CEM recognition system on the basis of conditional random field (CRF) model and some open-source NLP toolkits. Our system processing pipeline consists of three major components: pre-processing (merge of special characters, sentence detection, tokenization), recognition (CRF-based approach with optimized cost parameter by cross-validation procedure), and post-processing (rule-based approach and format conversion). Compared with our previous system submitted to the BioCreative CHEMDNER task, word representation of each token is added as new features, and the cost parameter is optimized by 10-fold cross-validation procedure.
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SHORT SYSTEMS DESCRIPTION
Domain-independent Model for Chemical Compound and Drug Name Recognition
Our proposed approaches are based on machine learning algorithms namely, Conditional Random Field (CRF) [1] and Support Vector Machine (SVM) [2]. We perform both identification and classification of chemical names in a single step. Most of the features are identified and implemented without using any deep domain dependent resources and/or tools. The feature are, thus, very general in nature and can be applied to solve other similar kinds of problems. The short descriptions of the features are mentioned below:

Context words: Local contextual information within the window of preceding and succeeding three tokens are used as the feature. This is used with the observation that the surrounding words carry effective information to identify chemical names.

Word prefix and suffix: Prefixes and suffixes of fixed-length character sequences are used as the features. Here, prefixes and suffixes of length up to four characters are considered.

Word length: If the length of an entity is larger than a predefined threshold then it is most likely a chemical name. This feature is introduced with the observation that relatively shorter tokens are not the chemical names.

Infrequent word: A feature is defined that fires if the current word appears infrequently in the training data. This is defined based on the observation that frequently occurring tokens are rarely the chemical name.

Word normalization: Word shapes refer to the mapping of each word to their equivalence classes. Each capitalized character of the word is replaced by ‘A’, small characters are replaced by ‘a’ and digits are replaced by ‘0’.

Orthographic features: We define a number of orthographic features depending upon the contents of the word forms. In total, we define 24 features based on the orthographic constructs.

Informative words: Sometimes the tokens or the sequence of tokens that precede and follow the chemical names could be useful for its identification. From the training set, we extract most frequently occurring words that appear within the context of $w_i+2 \quad i-2 = wi-2 \ldots wi+2$ of $w_i$. Thus we create two different lists,
one for the informative words that precede the chemical names and the other contains the informative words that follow the chemical names. Thereafter we define two features that fire for the words of these lists.

Chemical prefix and suffix: We extract most frequently occurring prefixes and suffixes of length 2 from the chemical entities present in the training data. Thereafter two binary valued features are defined that fire if only if the current token contains any of these prefixes and suffixes.

Dynamic NE information: This is the output label(s) of the previous token(s). The value of this feature is determined dynamically at run time.

Unknown token feature: This feature is implemented depending upon the word previously seen in training data or not.

The system was trained with the training data and evaluated on the development data. We define five models as below:

1. Model-1: SVM classifier is trained with all the available sentences of the training data.
2. Model-2: Seven classifiers are built by varying the features in SVM and CRF. All these classifiers are then combined together using majority voting.
3. Model-3: CRF classifier is trained only with those sentences that contain at least one chemical name.
4. Model-4: This model is built by training CRF on a new dataset, formed by merging the training and development sets. The sentences that don’t contain any chemical name are not considered.
5. Model-5: Same as the fourth model except in this case few heuristics are used to sort out the various issues of tokenization.

Experiments show that the fourth model achieves the highest performance level with recall, precision and F-measure values of 74.58%, 78.28% and 76.39%, respectively. The rest of the models, i.e. first, second, third and fifth show the F-measure values of 73.69%, 75.12%, 74.49% and 74.61%, respectively. A close analysis show that the shallow parsing features such as Part-of-Speech (PoS) and chunk information could be effective to improve the performance further. Results show that sampling training data by removing the sentences that don’t contain chemical names is useful.
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SHORT SYSTEMS DESCRIPTION
Ensemble approach to extract chemical and drug named entities using different characteristic CNER systems

We present an ensemble approach to aggregate several Chemical Named Entity Recognizer (CNER) tools with different characteristics (rule based and machine learning based) and different annotation criteria using Conditional Random Field (CRF). In addition, we used post text segmentation processing to solve the mismatches between text segmentation and chemical entities and drug names boundaries. We evaluated the system using BioCreative IV, CHEMDNER Task data set. We could achieve a Micro F-score of 88.06 % on this corpus. We confirmed that aggregating CNER tools with different characteristic and different annotation criteria is generally helpful. However, when there is a good system tuned for a certain task, then adding several CNER tools will add only small improvement to the performance. In addition, we have found that text segmentation considerably affect the performance of the system.
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SHORT SYSTEMS DESCRIPTION
Description of NEROC: Named Entity Recogniser of Chemicals for CHEMDNER task
Our system has been developed for chemical and drug named entity recognition (NER) based on a machine learning approach, Conditional Random Fields (CRFs). It consists of three basic components: text pre-processing, feature generation, and the CRF component. The provided training and development datasets for the CHEMDNER task are transformed into the required IOB format for training a CRF model with Mallet [1]. CRF models are trained with different combinations of specific feature sets, such as morphological characteristics, information of preceding/following tokens, character level of 2-,3-,4-grams prefix and suffix, and annotation outputs of existing chemical NER systems, ChemSpot and OSCAR4. We introduce a feature that combines the annotated outputs of ChemSpot and OSCAR4; this is a binary feature indicating whether a given token has been identified by either system as being part of a chemical name. This feature has a significant impact on the performance of our solution, producing substantially improved performance compared to the outputs of the individual systems. In the CHEMDNER task, our system achieved F-score 76% and 75% for the chemical document indexing (CDI) and the chemical-entity mention recognition (CEM) tasks respectively.
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SHORT SYSTEMS DESCRIPTION
Summary of Ensemble Information Extraction Approach to CHEMDNER
We summarize the system used by the Penn State team in the CHEMDNER task. We have participated into both the Chemical Entity Mention task, and the Chemical Document Indexing task. Our approach utilizes multiple information extraction packages and combines them into a probabilities framework in an ensemble fashion to predict the terms according to predefined probability threshold.

Based on the success of ensemble methods, we propose a new probabilistic approach for ensembling multiple information extraction systems to extract chemical entity mentions in free text. The ensemble method uses the output of OSCAR4 chemical extractor, ChemSpot, and a modified version of ChemxSeer formula and name extractor. The modified version of ChemxSeer is based on a Conditional Random Fields extractor trained on both the training and development datasets. The extractor makes use of different types of features, including syntactic and orthographic features such as the term itself, the character level n-grams of length 2, 3, and 4. In addition we used pattern based features that catches certain characteristics of the term, such as whether the term is a mixed of numbers and letters, inclusion of hyphen, ending with a number, whether a word is all capital letters, small letters, or a mix of both. These features are detected with regular expressions that set the appropriate feature in the CRF model. Other features check for the existence of the term in dictionary of chemical names, and passes the term to a formula parser that decides whether the term can be a formula or not.

After running each extraction system on the corpus, its precision and recall are computed. The results from all the systems are then merged together, with a probability, i.e. confidence score, assigned to each extracted entity. The probabilities are estimated based on the individual extractors that outputted this entity. For example, the probability of an extracted entity being correct, given that it was extracted by OSCAR4 equals to the precision of OSCAR4 extractor. In the case when we merge the output of two extractors, A and B, the probability of an extracted entity being correct, equals the precision of the joint result from these two extractors. That is, we compute the conditional join probability of the two taggers, A and B. These probabilities are estimated by merging the output of these two extractors. For example, the P(E | A ∧ B) where E is an entity that was extracted by both A and B, equals to the precision of an extractor C, where C contains all the entities that were extracted by both A and B. Similarly, the probability of an entity E being a correct chemical entity where E was extracted by A and not B equals, P(E | A ∧¬B). This also can be estimated as the precision of a classifier D, where D contains all the entities that were extracted by A and not by B. This method is extended to all the three extractors, and the probabilities are estimated by merging all the possible combinations. While this approach requires exponential number of estimates given the number of extractors, it is however very simple to compute these estimates. That is because the expensive part is running the individual extractors that take long time. For details please refer to [1].

The advantages of such approach allow specifying the method for which the user is optimizing, whether it is precision or recall by choosing the threshold probability. Above that, it provides a method for merging the output of multiple classifiers in a way that gives more flexibility than majority voting, or extractor stacking [2], where the output of one extractor is used as a feature...
for the input of the second extractor. One of the limitations of stacking when used with CRFs is
that it makes the second classifier heavily dependent on the previous classifier, therefore
assigning lower weights to other important features [3]. Furthermore, it requires retraining the
system every time a new extractor is added to the chain.
Using the described approach we were able to obtain 72% F-measure in our best run, and 82.05
recall on new terms in the testing dataset in for our recall optimized run. After the competition
ended, we have made significant improvements to our method that increased the F-measure to
nearly 82% now. We plan to release this new extraction tool soon.
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SHORT SYSTEMS DESCRIPTION
For the CEM task, we extended BioTagger-GM, a system for gene mention detection, and
MedTagger, a system for clinical concept mention detection for detecting chemical entities
1,2. The important component in BioTagger-GM is to incorporate dictionary lookup results into
machine learning. The dictionary lookup was based on the three collections of entity names
(Chemical, Gene/Protein, Disease) we gathered for BioCreative Task III. We used three machine
learning algorithms: Conditional Random Fields (CRFs), Support Vector Machine (SVM), and
Logistic Regression (LR). We have also incorporated a post-processing step to correct
parenthetical alignment errors and remove false positives appearing in the training data.

For CDI, we applied the following approaches to determine the confidence measure for ranking
chemical entities occurring in a document: i) voting based relevancy score, ii) relative frequency
relevancy score, and iii) TF-IDF relevancy score.

The systems were trained using the training set and evaluated on the development set. Among all
the methods the SVM alone gave the best Macro F-measure (0.82). While combining all the
methods gave the best recall (0.91) but it resulted in very poor precision and overall low F-score.
Combining SVM, LR and CRF models yielded very high recall (0.89) and lower precision
(0.75).

Our experiment demonstrates that combining multiple machine learning methods can result in
improvement in the recall but it also compounded the precision errors. The submission runs for
CEMs were generated by combining the training data set and the development data set.
However, the performance of our submission runs was not comparable to the performance obtained during the development due to the messed up UTF8 encoding. We have an ongoing project for the CEM task by experimenting advanced feature representations and will report the updated performance metrics in a planned future manuscript.
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SHORT SYSTEMS DESCRIPTION
The T196 system: short systems description paragraph
The T196 system aimed at achieving high levels of precision by applying semantic similarity validation techniques to Chemical Entities of Biological Interest (ChEBI) mappings (Grego and Couto, 2013). Our assumption is that the chemical entities mentioned in the same fragment of text should share some semantic relation. Therefore, each recognized term should have at least another term with a semantic similarity higher than a given threshold, otherwise it is considered to be a recognition error. For measuring semantic similarity the T196 system mapped the recognized terms to ChEBI based on FiGO (Couto et al., 2005). The T196 system recognized the terms using a machine learning approach based on Conditional Random Fields using multiple training sets, one for each type of chemical entities.
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SHORT SYSTEMS DESCRIPTION
CHEMDNER corpus paper: Annotation process, & corpus preparation, dataset and short summary of each system

We adapted the original system [1] developed in the gene mention recognition task for the CHEMDNER task. The chemical compound and drug named entity recognition was formulated as a traditional sequence labeling problem, and the feature sets developed in our previous work [1] and the conditional random fields model were used to examine the effect of the features on the chemical domain. Based on the recent evaluations performed after the CHEMDNER task, we observed that the feature sets used in the gene mention recognition task including the word, orthographical, part-of-speech, word shape, affix and chunk features, could also be useful in the CEM/CDI task and achieved satisfactory F-scores of 73.27%/75.28% using the IOB tag scheme and the Penn treebank tokenization strategy[1]. Furthermore, after adopting a finer tokenization method in which tokens were separated at punctuations like “-”, the location between letters and digits, as well as sites where lower case letters are followed by an uppercase letter, the performance is significantly boosted and resulted in an F-score of 80.87% and 82.13% for the CEM and CDI task, respectively.
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SHORT SYSTEMS DESCRIPTION
Ata and Can (Team 177) developed a purely database querying based solution, DBCHEM, for the CHEMDNER task. DBCHEM uses a database with 145 million entries including compound and drug names, their synonyms, and molecular formulas. PubChem Power User Gateway (PUG) system was used to construct the database. Candidate chemical and drug names are identified by querying a sliding window of size 2-4. Exact matches in the database are assigned a score of 1.0 and matches which are identified via a "like" query is assigned a score based on the
specificity of the "like" query. If a token contains all uppercase letters, it is also queried in the molecular formula database. After analysis of the whole article, the words of query windows with no matches are also queried individually. At the end, a post-processing phase is used to merge consecutive chemical names identified in the article abstract. An English dictionary is used as a list of stop words.
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SHORT SYSTEMS DESCRIPTION
A tool for the identification of chemical entities (CheNER-BioC)
CheNER tested various hybrid approaches that combine CRFs, dictionary, and regular expression matching. The dictionaries used in CheNER are built by merging the chemical entities from the corpora provided by the BioCreAtIvE organizers, the SCAI corpora, and from http://www.drugs.com/. After tagging by the CRF(s), a post-processing step is done by using regular expression matching to remove False Positives and "action words" that are often appended at the end of chemical mentions. The approach with the highest performance uses a CRF trained to simultaneously identify SYSTEMATIC, TRIVIAL, FAMILY, ABBREVIATION, FORMULA, and IDENTIFIER names. This CRF distinguishes between different classes of chemical names and tags each class in a different way.
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UC3M introduces a rule-based system that consists of a nine-stage pipeline: (1) entity recognition with the ChemSpot tool [1], (2) expanding semantic information from ChEBI [2], using several semantic relations such as is-a, has-role and others, (3) expanding semantic information from MeSH, (4) analysis with the MetaMap tool [3], (5) semantic classification process to determine candidates for a chemical entity mention, (6) filtering pre-selected candidates by using several gazetteers extracted from different sources such as DrugBank and wikipedia, (7) ANNIE PoS tagger [4], to rule out false positives, (8) filtering by lexical-semantic rules developed considering CHEMDNER guidelines and (9) filtering by advanced lexical rules that classify the entities according to POS analysis, affix processing and multi-word processing.
The best run obtains a precision of 0.601 and a recall of 0.538 (F-measure of 0.577). An outcome of this work is the development of non-existing resources for recognizing chemical entities (e.g. gazetteers and a list of biochemical axes), which are available for the research community.
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