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Implementation Particulars

The variances of the measured exposure and outcome responses and latent exposure and outcome variables all had an inverse gamma prior distribution \([ \text{IG}(0.01, 0.01) ]\). In Equations (4), (9), (10), (11) and (12), regression coefficients all had a normal prior distribution \([ N(0, 1000) ]\). Moreover, all the subject level random intercepts, \(b_i\), in Eq. (9 to 12) were considered to have normal priors with mean 0 and variance \(\tau^b\), where \(\tau^b \sim \text{IG}(0.01, 0.01)\). Finally, given the fact that factor loadings/source contributions of traffic-related pollutants, and parasympathetic tone markers cannot be negative, the normal distribution on the factor loading parameters (\(\alpha_i\’s\) and \(\lambda_i\’s\)) was truncated, \(\alpha_i \sim N(0, 1000) \ I(\alpha_i \geq 0)\) and \(\lambda_i \sim N(0, 1000) \ I(\lambda_i \geq 0)\).

Posterior distributions of parameters were obtained by using the Markov Chain Monte Carlo (MCMC) methods [1]. Using an interface with R (R2WinBUGS), an Open Source system for graphics and statistical computing (http://www.r-project.org), the methods were implemented in WinBUGS 1.4.3 software [2]. The MCMC algorithm was run for 2.15 million iterations using 3 chains; to assess burn-in, the first 2 million draws were used. Inferences were based on every 30th sample and 5000 samples from the posterior distribution were saved to generate approximately independent samples from the posterior distributions of the model parameters. Sample traces suggested convergence to the stationary distribution.
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