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Figure 1: Quantile-Quantile-Plots for assumption checking. For all datasets incubated with plasma (cf table 1), a quantile-quantile plot of the residuals is shown. While we see departures from a straight line (and normality) towards the tails of the distribution, we observe an acceptable fit within the center and no clear evidence against the normality assumption.
Figure 2: Mixture Model Evaluation Plots. Each column shows the results for one of the data sets incubated with plasma (cf. table 1). The first column shows the histogram of the intensity data and in red the normal distribution for the 'noise' distribution and in green the model fit for the 'signal' distribution. The vertical orange line shows the chosen cutoff. The second row shows only the histogram for the raw data whereas the third row shows the histogram for the mixture model (so the mixture of normal distributions we assume). Finally, the fourth line shows the residuals between the raw data and the assumed mixture model. Overall, we see an acceptable model fit, especially for the 'noise' distribution. However, we see more limited support for the 'signal' distribution. This can impact the reliability of a false discovery generation computation, but our cutoff generation is primarily based on the 'noise' distribution and should thus be more robust.