Supplementary Methods for
Global screening of potential *Candida albicans* biofilm-related transcription factors via network comparison

Identification of the regulatory parameters
After constructing the stochastic dynamic model of the candidate gene regulatory network, the regulatory parameters in the model were needed to be identified using the data we have. The microarray gene expression profiles were then overlaid to identify the regulatory parameters. The identification of the gene regulatory network was performed gene by gene. Before the identification method was determined, the dynamic model must be examined carefully. In equation (1), the basal expression level \( k_i \) should be always non-negative, since the microarray expression of the genes are always non-negative. Due to the constraint of the parameters in equation (1), the regulatory parameters were identified by solving the constrained least squares problems.

Equation (1) can be rewritten as the following regression form.

\[
x_i[t + 1] = \left[ z_i[t] \quad z_{x_i}[t] \quad x_i[t] \quad 1 \right] \cdot \begin{bmatrix} a_{i1} \\ \vdots \\ a_{iN_i} \\ (1 - \lambda_i) \\ k_i \end{bmatrix} + \varepsilon_i[t] \\
\equiv \phi_i[t] \cdot \theta_i + \varepsilon_i[t] 
\]

where \( \phi_i[t] \) denotes the regression vector which can be obtained from the processing above. \( \theta_i \) is the parameter vector of the target gene \( i \) to be estimated. In order to avoid overfitting, the cubic spline method [1-3] was used to interpolate extra time points for the gene expression data. By the cubic spline method, the values of
\[ \{z_i[l] \ x_i[l]\} \ \text{for} \ l \in \{1, 2, \cdots, L\} \ \text{and} \ j \in \{1, 2, \cdots, N_i\} \] were easily obtained, where \( L \) is the number of expression time points of a target gene \( i \), and \( N_i \) is the number of TFs binding to the target gene \( i \). Equation (S1) at different time points can be arranged as follows

\[
\begin{bmatrix}
    x_i[l_1] \\
x_i[l_2] \\
\vdots \\
x_i[l_L]
\end{bmatrix}
= 
\begin{bmatrix}
    \phi_i[l_1] \\
\phi_i[l_2] \\
\vdots \\
\phi_i[l_{L-1}] \\
\end{bmatrix}
\cdot \theta_i + 
\begin{bmatrix}
    \epsilon_i[l_1] \\
\epsilon_i[l_2] \\
\vdots \\
\epsilon_i[l_{L-1}]
\end{bmatrix}
\] (S2)

For simplicity, the notations \( X_i \), \( \Phi_i \), and \( E_i \) were defined to represent equation (S2) as follows

\[ X_i = \Phi_i \cdot \theta_i + E_i \] (S3)

The constrained least squares parameter estimation problem was formulated as follows

\[
\min_{\theta} \quad \frac{1}{2} \| \Phi_i \theta_i - X_i \|^2 \quad \text{such that} \quad A \theta_i \leq b
\] (S4)

where \( A = [0 \ \cdots \ 0 \ 0 \ -1] \), \( b = 0 \) gave the constraints to force the basal level \( k_i \) in equation (1) to be always non-negative, i.e., \( k_i \geq 0 \). The constrained least squares problem can be solved using the active set method for quadratic programming [4, 5]. Since there are no good data for genome-wide protein concentration levels in C. albicans, gene expression profiles were used instead for identifying the regulatory parameters.

**Determination of significant interactions**

When the regulatory parameters were identified, Akaike Information Criterion (AIC) [6, 7] and student’s t-test [8, 9], which is used to calculate the \( p \)-values of the
regulatory abilities, were employed for both model selection and determination of significant interactions in the gene regulatory network. The AIC, which attempts to include both the estimated residual variance and model complexity in one statistics, decreases as the residual variance decreases and increases as the number of parameters increases. As the expected residual variance decreases with increasing parameter numbers for nonadequate model complexities, there should be a minimum around the correct parameter number [6, 7]. Therefore, AIC can be used to select model structure based on the regulatory abilities \( a_y \)'s identified above. Due to computation efficiency, it is impractical to compute the AIC statistics for all possible regression models. Stepwise methods such as forward selection method and backward elimination method are developed to avoid the complexity of exhausted search [9-11]. However, in the case of backward selection method, a variable once eliminated can never be reintroduced into the model, and in the case of forward selection, once included can never be removed [9, 11]. Thus, the stepwise regression method which combines forward selection method and backward elimination method was applied to compute the AIC statistics. Once the estimated regulatory parameters were examined using the AIC model selection criteria, the student’s t-test was employed to calculate the \( p \)-values for the regulatory abilities \( a_y \)'s under the null hypothesis \( H_0 : a_y = 0 \) [8, 9] to determine the significant regulatory interactions. The \( p \)-values computed were then adjusted by Bonferroni correction to avoid a lot of spurious positives [8, 9]. The interactions which adjusted \( p \)-value \( \leq 0.05 \) were determined as significant interactions and be preserved in the gene regulatory network.
**Statistical measurements of the performance**

Sensitivity and specificity are statistical measures of the performance of screening/diagnostic test. The sensitivity measures the proportion of true positives that are correctly identified by the test and the specificity measures the proportion of true negatives that are correctly identified by the test [9, 12]. More specifically, the sensitivity and the specificity are defined as the following equations.

\[
sensitivity = \frac{\text{number of True Positives}}{\text{number of True Positives} + \text{number of False Negatives}} \quad (S5)
\]

\[
specificity = \frac{\text{number of True Negatives}}{\text{number of True Negatives} + \text{number of False Positives}} \quad (S6)
\]

In a diagnostic test, for example, a sensitivity of 100% means that the test recognizes all sick people as such. Thus, in a high sensitivity test, a negative test result is used to rule out the disease. A specificity of 100% means that the test recognizes all healthy people as healthy. Thus a positive result in a high specificity test is used to confirm the disease.

Further, positive predictive value measures the proportion of objects with positive test results which are correctly diagnosed/screened. Negative predictive value measures the proportion of objects with negative test results which are correctly diagnosed/screened [13]. More specifically, the positive predictive value and the negative predictive value are defined as the following equations.

\[
\text{positive predictive value} = \frac{\text{number of True Positives}}{\text{number of True Positives} + \text{number of False Positives}} \quad (S7)
\]

\[
\text{negative predictive value} = \frac{\text{number of True Negatives}}{\text{number of True Negatives} + \text{number of False Negatives}} \quad (S8)
\]

In a diagnostic test, a high positive predictive value means that a positive test result will have a high chance of identifying an individual with the disease. A high negative
positive value indicates that a negative test result has a high chance of identifying an
individual who does not have the disease.
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