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Supplementary Figure 1. Structure of β-carotene.

<table>
<thead>
<tr>
<th>Method</th>
<th>$2A_g^-$</th>
<th>$1B_u^-$</th>
<th>$1B_u^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GW-BSE</td>
<td>1.99</td>
<td>2.82</td>
<td>2.64</td>
</tr>
<tr>
<td>DFT/MRCI (ref. 1)</td>
<td>2.01</td>
<td>2.65</td>
<td>2.42</td>
</tr>
</tbody>
</table>

Supplementary Table 1. Comparison of the excited-state absorption energies (eV) of β-carotene from different approaches.

Supplementary Note 1:

Test of GW-BSE method for the $2A_g^-$ and $1B_u^-$ state

The $2A_g^-$ and $1B_u^-$ states are formed by two coupled triplet excitations. Their excitation energies cannot be obtained from BSE directly since BSE can only deal with one electron-hole pair excitation. In the work by Tavan and Schulten\(^2\), they find that energies of the $2A_g^-$ and $1B_u^-$ states for polyenes can be approximated at a high precision by the sum of two triplet energies, i.e. $E(2A_g^-) \approx 2E(T_1)$ and $E(1B_u^-) \approx E(T_1) + E(T_2)$ where $T_1$ and $T_2$ are the lowest two triplet states, based on their calculations using the multiple-reference double excitation configuration-interaction method (MRD-CI). For example, energies of the $2A_g^-$ and $1B_u^-$ states for the N=10 polyene are 3.40 and 4.23 eV from exact MRD-CI calculations, while sums of the exact MRD-CI energies of the associated triplets for the $2A_g^-$ and $1B_u^-$ states are 3.51 and 4.32 eV (see Table III in Ref.2). Accuracy of this approximation for the absolute energies of the two states is 0.1 eV, while accuracy for the energy difference between these two states reaches 0.02 eV. Therefore this kind of approximation is a suitable approach to predict the energies of the $2A_g^-$ and $1B_u^-$ states. To further verify the reliability of this approximation and the ability of BSE to study these double excitations based on this approximation, we evaluate the excited states of β-carotene (N = 11) (Figure 1) whose energies of the $2A_g^-$ and $1B_u^-$ states from the high-level configuration-interaction method are available. Table 1 compares absorption energies of the $2A_g^-$, $1B_u^-$ and $1B_u^+$ states from our BSE and those from
DFT/MRCI by Ostroumov et al\textsuperscript{2}. Results from BSE compare well with those from DFT/MRCI. Especially the energy difference between 1B\textsubscript{u}\textsuperscript{−} and 1B\textsubscript{u}\textsuperscript{+} states, which is mostly concerned in this work, from these two methods is very close (within 0.05 eV).

**Supplementary Figure 2.** Influence of protein environment on the excitation energies of Cars (a-c). Three kinds of structures for rhodopin glucoside (RG) (N=11) with some protein fragments (in blue). Configuration of RG is optimized by DFT using the CAM-B3LYP functional. Configuration of the protein fragments and their relative position with respect to RG are taken from the Protein Data Bank (2FKW)\textsuperscript{3}. To find how much the protein environment affects excitation energies of Cars, we put some representative protein fragments in the vicinity of RG as shown. These protein fragments contain 44, 112 and 74 atoms respectively for structures a, b and c. The shortest distances between atoms in these fragments and atoms in RG are ~3.8 Å. The influence of distant part of protein on the excited states should be much less than these close fragments. In these calculations geometry of RG is fixed at that optimized by DFT with the CAM-B3LYP functional, atoms of the protein fragments are fixed at their positions extracted from the Protein Data Bank. (d) Excitation energies (eV) of the S\textsubscript{2} and S\textsubscript{y} states for isolated RG without protein environment and those for RG with protein

<table>
<thead>
<tr>
<th>States</th>
<th>Isolated RG</th>
<th>a</th>
<th>b</th>
<th>c</th>
</tr>
</thead>
<tbody>
<tr>
<td>S\textsubscript{y}</td>
<td>3.20</td>
<td>3.21</td>
<td>3.20</td>
<td>3.19</td>
</tr>
<tr>
<td>S\textsubscript{2}</td>
<td>2.65</td>
<td>2.59</td>
<td>2.63</td>
<td>2.63</td>
</tr>
</tbody>
</table>
fragments nearby (structures a, b and c). It can be seen that effect of the protein fragments on excitation energies of the $S_2$ and $S_y$ states is limited. Therefore, we believe that the protein environment would not substantially alter the conclusion of our work.

<table>
<thead>
<tr>
<th>States</th>
<th>Composition</th>
<th>CAM-B3LYP(BSE)</th>
<th>CAM-B3LYP</th>
<th>B3LYP</th>
<th>BLYP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1A_g^+$</td>
<td>(H→1→L)−(H→L+1)</td>
<td>3.84</td>
<td>5.05</td>
<td>4.9</td>
<td>4.79</td>
</tr>
<tr>
<td>$S_y$ ($nA_g^+$)</td>
<td>(H→1→L)+(H→L+1)</td>
<td>3.23</td>
<td>4.70</td>
<td>4.32</td>
<td>4.02</td>
</tr>
<tr>
<td>$S_2$ ($1B_u^+$)</td>
<td>H→L</td>
<td>2.67</td>
<td>4.06</td>
<td>3.81</td>
<td>3.62</td>
</tr>
</tbody>
</table>

**Supplementary Table 2.** Composition and absorption energies (eV) of the lowest three singly excited states in BSE and their correspondences in EOM-CCSD for the N=11 polyene (Figure 3). Only the dominant contributions to the three states are listed in the 2nd column. H and L denote HOMO and LUMO. The 3rd column is for BSE calculations on the CAM-B3LYP optimized structure. The 4th to 6th columns are for EOM-CCSD calculations on the CAM-B3LYP, B3LYP and BLYP optimized structures.

**Supplementary Figure 3.** Molecular orbitals for the N=11 polyene.

**Supplementary Note 2:**

**EOM-CCSD study on the N=11 polyene**

In this section we give a comparison between BSE method and EOM-CCSD for the N=11 polyene. BSE is a theory to study excitation of one electron. Here, we only discuss the singlet excited states which involve excitation of only one electron. Doubly excited states which are composed by
two triplet excitations and involve excitation of two electrons, such as \(2A_g^-\) and \(1B_u^-\), are not considered here. Ground-state structure optimization and EOM-CCSD calculations are performed by the Gaussian 09 code\(^4\). From Table 2, the lowest \(1B_u^+\) state comes from the HOMO→LUMO transition. The second lowest state is the \(S_y\) state which is formed dominantly by in-phase transitions HOMO→LUMO+1 and HOMO-1→LUMO in BSE. Although \(S_y\) is formed by two transitions, it is a singly excitation in nature which is different from the doubly excited states \(2A_g^-\) and \(1B_u^-\). In BSE, wave function (Ψ) of the exciton (electron-hole pair) for certain excited state \(S\) is expanded by the products of occupied and virtual molecular orbitals, i.e.

\[
Ψ_S(\mathbf{r}_h, \mathbf{r}_e) = \sum_i \sum_a A_{ia}^S \psi_i(\mathbf{r}_h) \psi_a(\mathbf{r}_e)
\]

where \(\psi_i\) and \(\psi_a\) are the occupied and virtual molecular orbitals for the ground state before excitation, \(\mathbf{r}_h\) and \(\mathbf{r}_e\) are coordinates of the hole and excited electron (after excitation the excited electron occupies the original virtual molecular orbitals, while the hole takes the original occupied ones), \(A_{ia}^S\) is the coefficient for the contribution of one product \(\psi_i(\mathbf{r}_h)\psi_a(\mathbf{r}_e)\) to the whole exciton wave function. \(|A_{ia}^S|^2\) is the weight of transition \(i \rightarrow a\) to the whole excitation. Wave function for the exciton in the \(S_y\) state from BSE is

\[
Ψ_{s_y}(\mathbf{r}_h, \mathbf{r}_e) = 0.66\psi_{H-1}(\mathbf{r}_h)\psi_L(\mathbf{r}_e) + 0.63\psi_H(\mathbf{r}_h)\psi_{L+1}(\mathbf{r}_e) + 0.25\psi_{H-2}(\mathbf{r}_h)\psi_{L+1}(\mathbf{r}_e) - 0.24\psi_{H-1}(\mathbf{r}_h)\psi_{L+2}(\mathbf{r}_e) + \text{other minor contributions}
\]

Wave function of the third lowest state in BSE is

\[
Ψ_{1A_g^+}(\mathbf{r}_h, \mathbf{r}_e) = 0.67\psi_{H-1}(\mathbf{r}_h)\psi_L(\mathbf{r}_e) - 0.70\psi_H(\mathbf{r}_h)\psi_{L+1}(\mathbf{r}_e) + 0.1\psi_{H-3}(\mathbf{r}_h)\psi_L(\mathbf{r}_e) - 0.1\psi_{H-1}(\mathbf{r}_h)\psi_{L+2}(\mathbf{r}_e) + \text{other minor contributions}
\]

Composition of this state is similar to the \(S_y\) state except that the contributions HOMO→LUMO+1 and HOMO-1→LUMO are antiphase in this state but in-phase in \(S_y\). We assign this state to the \(1A_g^+\) state as observed in experiments\(^5\) based on following analyses:

(1) In experiments, the absorption energy of the \(1A_g^+\) state is above the \(S_2\) state by 0.94 eV for lycopene (N=11)\(^6\)\(^-\)\(^11\). In Table 2, this state is above the \(S_2\) state by ~1 eV for both BSE and EOM-CCSD.

(2) Experiments observe that \(1A_g^+\) state is optically forbidden for the all-\textit{trans} configuration of Cars.

When Cars is twisted to the \textit{cis} configuration, oscillator strength of the \(1A_g^+\) state increases, at
the same time the $S_2$ absorption blueshifts $^7, ^8, ^{12}$. We also calculate excited states of the N=11 polyene in the cis configurations, as shown in Figure 4 and Table 3 for the structures and results. It is clearly seen that oscillator strength of the third lowest state is in the order, all-trans < 5-cis < 7-cis < 11-cis, the $S_2$ energy blueshifts by 7 nm. These are in accordance with properties of $1A_g^+$ in experiments.

Based on the agreement between the third lowest state and the $1A_g^+$ state in both the energy and variation of oscillator strength, it is reasonable to attribute the third lowest state in BSE to $1A_g^+$.

![Supplementary Figure 4](image)

**Supplementary Figure 4.** The configurations of isomeric N=11 polyene optimized by DFT using the CAM-B3LYP functional: (a) all-trans; (b) 5-cis; (c) 7-cis; (d) 11-cis.

<table>
<thead>
<tr>
<th>States</th>
<th>all-trans</th>
<th>5-cis</th>
<th>7-cis</th>
<th>11-cis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1A_g^+$</td>
<td>3.84 (0.00)</td>
<td>3.85 (0.05)</td>
<td>3.83 (0.16)</td>
<td>3.85 (0.34)</td>
</tr>
<tr>
<td>$S_y (nA_g^+)$</td>
<td>3.23 (0.00)</td>
<td>3.28 (0.00)</td>
<td>3.28 (0.00)</td>
<td>3.26 (0.00)</td>
</tr>
<tr>
<td>$S_2 (1B_u^+)$</td>
<td>2.67 (2.61)</td>
<td>2.70 (2.48)</td>
<td>2.71 (2.36)</td>
<td>2.71 (2.23)</td>
</tr>
</tbody>
</table>

**Supplementary Table 3.** Absorption energies (eV) of the lowest three singly excited states of the N=11 polyene in the all-trans, 5-cis, 7-cis and 11-cis configurations (Figure 4). Oscillator strength is given in the parentheses.

The $S_y$ state is also of $A_g$ symmetry from Gaussian 09 calculations. It is likely another $A_g^+$ state that has never been observed before.

In EOM-CCSD, wave function of the $S_y$ state is
\begin{align*}
\psi_{S_y}^{\text{EOM-CCSD}} &= 0.55(\text{HOMO} - 1 \rightarrow \text{LUMO}) + 0.48(\text{HOMO} \rightarrow \text{LUMO} + 1) \\
&+ 0.27(\text{HOMO} - 2 \rightarrow \text{LUMO} + 1) - 0.25(\text{HOMO} - 1 \rightarrow \text{LUMO} + 2) \\
&- 0.23(\text{HOMO}^2 \rightarrow \text{LUMO}^2) + \text{other minor contributions}
\end{align*}

The same as BSE, transitions HOMO→LUMO+1 and HOMO-1→LUMO are the key components. Although there is one double-excitation contribution HOMO² → LUMO², its weight is so small that it cannot influence the singly-excitation character of the S_y state.

EOM-CCSD has been used to study excited states in Cars⁹,¹³⁻¹⁶. Sometimes it overestimates excitation energies by a large amount. For example, it overestimates the S₂ energy of peridinin by more than 1 eV in Ref.13. In our calculations, EOM-CCSD also overestimates the S₂ energy of the N=11 polyene by more than 1 eV (Table 2). However, the energy difference between the states S₂, S_y and 1A_g⁺ from EOM-CCSD is close to that from BSE. Thus, our BSE prediction of the S_y state is reliable.

**Supplementary Figure 5.** Structures of the N=11 polyenes. a) An optimized C_{22}H_{24}. b) Six H atoms in a) are replaced by –CH₃ groups with position of the conjugate backbone fixed while position of the –CH₃ groups and H atoms optimized. d) is the structure after all the atoms in b) are relaxed. c) Six –CH₃ groups in d) are replaced by H atoms with position of the conjugate backbone fixed while position of the H atoms optimized.

<table>
<thead>
<tr>
<th>Structure</th>
<th>2A_g⁻</th>
<th>1B_u⁻</th>
<th>1B_u⁺</th>
<th>S_y</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>1.34</td>
<td>2.16</td>
<td>2.67</td>
<td>3.23</td>
</tr>
<tr>
<td>b</td>
<td>1.49</td>
<td>2.28</td>
<td>2.54</td>
<td>3.10</td>
</tr>
<tr>
<td>c</td>
<td>1.29</td>
<td>2.13</td>
<td>2.65</td>
<td>3.20</td>
</tr>
<tr>
<td>d</td>
<td>1.53</td>
<td>2.32</td>
<td>2.57</td>
<td>3.11</td>
</tr>
</tbody>
</table>

**Supplementary Table 4.** Absorption energies (eV) of the excited states for structures in Figure 5.
## Supplementary Table 5

Ground-state and excited-state data for CO and NH$_3$. $R_e$: equilibrium bond length; $\theta$: H-N-H angle; $T_e$: minimum-to-minimum energy for $X^1\Sigma^+ \rightarrow A^1\Pi$ for CO and $\tilde{X}^1A_1 \rightarrow \tilde{A}^1A''_2$ for NH$_3$; IP: ionization potential. The LDA and GW data for the ground state and GW-BSE data for the excited state are from our calculations, EOM-CCSD from Ref. 17, CASSCF from Ref. 18, experiment data (Expt.) from Ref. 19 for CO and Ref. 20 for NH$_3$.

<table>
<thead>
<tr>
<th></th>
<th>Ground state ($X^1\Sigma^+$)</th>
<th>NH$_3$ Ground state ($\tilde{X}^1A_1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R_e$ (Å)</td>
<td>IP (eV)</td>
</tr>
<tr>
<td>LDA</td>
<td>1.13</td>
<td>8.75</td>
</tr>
<tr>
<td>GW</td>
<td>...</td>
<td>13.81</td>
</tr>
<tr>
<td>Expt.</td>
<td>1.128</td>
<td>14.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Excited state ($A^1\Pi$)</th>
<th>Excited state ($\tilde{A}^1A''_2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R_e$ (Å)</td>
<td>$T_e$ (eV)</td>
</tr>
<tr>
<td>EOM-CCSD</td>
<td>1.22</td>
<td>7.91</td>
</tr>
<tr>
<td>GW-BSE</td>
<td>1.26</td>
<td>8.36</td>
</tr>
<tr>
<td>Expt.</td>
<td>1.24</td>
<td>8.07</td>
</tr>
</tbody>
</table>

## Supplementary Figure 6

Ground-state and $A^1\Pi$ excited-state forces for CO as the function of C-O bond length. “Exact excited-state force” is calculated by the finite difference method applied on the GW-BSE excitation energy plus the Hellmann-Feynman force of the ground state. “BSE excited-state force” is calculated by the approach described below in this section plus the Hellmann-Feynman force.
Supplementary Figure 7. Ground-state and $\tilde{A}^1A''_2$ excited-state forces for NH$_3$ as the function of H-N-H bond angle. “Exact excited-state force” is calculated by the finite difference method applied on the GW-BSE excitation energy plus the Hellmann-Feynman force of the ground state. “BSE excited-state force” is calculated by the approach described below in this section plus the Hellmann-Feynman force.

Supplementary Note 3: Details about the excited-state force calculated by GW-BSE

Total energy of the excited state ($E_s$) in BSE is the sum of the ground-state total energy ($E_{DFT}$) and the excitation energy for this state ($\Omega_s$)

$$E_s = E_{DFT} + \Omega_s$$

The force in this excited state is composed by the Hellmann-Feynman force in the ground state and the derivatives of the excitation energy $\Omega_s$ versus the nuclear coordinate $R$

$$F_R^S = - \frac{\partial E_s}{\partial R} = - \left[ \frac{\partial E_{DFT}}{\partial R} + \frac{\partial \Omega_s}{\partial R} \right]$$

The BSE eigenvalue equation is

$$\sum_{\nu'c'} H_{\nu c \nu' c'}^{BSE} A^S_{\nu' c'} = \Omega_s A^S_{\nu c}$$

with the BSE Hamiltonian ($H^{BSE}$) taking the form
where $E_c^{QP}$ and $E_v^{QP}$ are the quasiparticle (QP) energies for the conduction band $c$ (or virtual orbital) and the valance band $v$ (or occupied orbital) evaluated by the GW method, $K^{BSE}$ is the electron-hole interaction kernel\textsuperscript{21,22}. Since the wave function coefficients fulfill the normalization condition

$$\sum_{vc} |A_{vc}^S|^2 = 1$$

the derivative of $\Omega_S$ versus the nuclear coordinate $R (\partial_R \Omega_S)$ can be calculated by

$$\partial_R \Omega_S = \sum_{vc,v'c'} A_{vc}^S A_{v'c'}^S \partial_R H_{vc,v'}^{BSE}$$

where

$$\partial_R H_{vc,v'}^{BSE} = (\partial_R E_c^{QP} - \partial_R E_v^{QP}) \delta_{cc'} \delta_{vv'} + \partial_R K_{vc,v'}$$

Based on the theory for BSE excited-state force proposed by Ismail-Beigi and Louie\textsuperscript{23}, the derivatives of the electron-hole interaction kernel can be expressed by

$$\partial_R K_{vc,v'} = \sum_j \left[ P_{ji}^R K_{ji,v'c'} + P_{jv}^R K_{j,v'c'} + P_{jv}^R K_{vc,jc'} + P_{jv}^R K_{vc,v'j} \right]$$

where $P_{ji}^R = \langle j | \{ \partial_R | i \rangle$. Here the completeness condition over molecular orbitals $\sum_j \langle j | j \rangle = 1$ is used.

In their work, Ismail-Beigi and Louie employ density functional perturbation theory and first order perturbation theory to obtain $\partial_R E_i^{QP}$ ($i = v, c$) and $P_{ji}^R$ which are the only extra computational burdens beyond standard GW-BSE. In our work, we apply the finite difference method to calculate $\partial_R E_i^{QP}$ and $P_{ji}^R$ instead. The off-diagonal matrix elements of the quasiparticle Hamiltonian $H^{QP}$ in the GW procedure are also taken into account in order to achieve accurate BSE energies and reasonable excited-state geometries as discussed by Ismail-Beigi and Louie. Table 5 lists the relaxed excited-state structures and energies of CO in the $A^1 \Pi$ state and NH$_3$ in the $\tilde{A}^1 A'_2$ state by our method. The calculated bond length, bond angle and $0 \rightarrow 0$ transition energy agree with both experiments and high-level quantum chemistry approaches, and are also consistent with results from Ismail-Beigi and Louie\textsuperscript{23}. The bond length of CO is elongated and NH$_3$ turns to be a planer structure in the excited state. Figure 6 and 7 compare the BSE forces by our approach and the exact excited-state forces which are evaluated by the finite difference scheme directly over the BSE total energy $E_s = E_{DFT} +$
\( \Omega_5 \) in the excited states. It can be seen from these two figures, together with Table 5, that our approaches and codes could predict reliable geometries in the excited states.

**Supplementary Figure 8.** Energy profiles for the total energies (a) and the excitation energies (b) in the \( S_2 \) and \( S_y \) states of RG along the reaction coordinate derived from TDDFT with the CAM-B3LYP functional. \( R_0 \) is the ground-state geometry optimized by DFT/CAM-B3LYP. \( R_2 \) is the equilibrium geometry in the \( S_2 \) state optimized by TDDFT/CAM-B3LYP. Excitation energies in (b) are calculated by BSE. Total energies for the \( S_2 \) and \( S_y \) states in (a) are the sum of BSE excitation energies in (b) and the DFT ground-state (\( S_0 \)) energies.

**Supplementary Figure 9.** Energy profiles for the total energies (a) and the excitation energies (b) in the \( S_2 \) and \( S_y \) states of RG along the reaction coordinate derived from TDDFT with the B3LYP functional. \( R_0 \) is the ground-state geometry optimized by DFT/B3LYP. \( R_2 \) is the equilibrium geometry in the \( S_2 \) state optimized by TDDFT/B3LYP. Excitation energies in (b) are calculated by BSE. Total energies for the \( S_2 \) and \( S_y \) states in (a) are the sum of BSE excitation energies in (b) and the DFT ground-state (\( S_0 \)) energies.
Supplementary Note 4:

Evolvement of $S_2$ and $S_y$ energies along TDDFT reaction pathways

To further support our conclusions present in the main context that the emission energy of the $S_y$ state is lower than that of the $S_2$ state and the $S_2$ state can relax into the $S_y$ state nonadiabatically, we also exam the excited-state dynamics of RG with the aid of TDDFT for excited-state structures optimization. Figure 8 and 9 display the variation of excitation energies and total energies in the $S_2$ and $S_y$ states with the CAM-B3LYP and B3LYP functionals respectively. In these two runs, $R_0$ is the ground-state equilibrium geometry optimized by DFT/CAM-B3LYP and DFT/B3LYP, $R_2$ is the equilibrium geometry in the $S_2$ state optimized by TDDFT/CAM-B3LYP and TDDFT/B3LYP. TDDFT may have relatively large error in excitation energy. However it might provide reasonable prediction on the structure change in the excited state, especially for the $S_2$ state of Cars whose composition is simple (i.e. HOMO→LUMO predominately). Due to the low computational cost compared to other high-level quantum chemistry methods, together with the analytic excited-state energy gradient available, TDDFT is a suitable choice to relax Cars in the excited state. However, in Figure 8 and 9 all the excitation energies are recalculated by BSE to give more accurate energies. The total energies for the $S_2$ and $S_y$ states in Figure 8 and 9 are got by summing these BSE excitation energies and the ground-state energies. This is the reason why the minima of the energy curves for the $S_2$ state in Figure 8 (a) and 9 (a) do not coincide exactly with the $R_2$ positions. Nevertheless, these minima do not deviate too much from $R_2$.

In Figure 8 (9) for the CAM-B3LYP (B3LYP) functional, the $S_2$-$S_y$ energy gap at $R_0$ is 0.55 (0.45) eV, the $S_2$ excitation energy downshifts by 0.41 (0.28) eV from $R_0$ to $R_2$, and the $S_y$ excitation energy redshifts by 0.93 (0.72) eV from $R_0$ to $R_2$. Although there is a large difference in these physical quantities between the two functionals, the energies, including both the excitation energy and total energy, in the $S_2$ and $S_y$ states are very close at $R_2$ for these two functionals. There is an apparent energy surface crossing between the $S_2$ and $S_y$ states. $S_y$ reaches its own potential minimum soon after passing the $R_2$ geometry. As a consequence, the emission energy of $S_y$ is a little bit (0.1~0.2 eV) lower than that of $S_2$. This is consistent with the results obtained from the CDFT-derived excited-state dynamics in the main context. Overall, our conclusions that $S_2$ can decay into $S_y$ and the emission energy of $S_y$ is lower than $S_2$ are robust against the difference in the technique to relax RG in the excited state. These support the experimental findings of the new state in two-dimensional electronic spectroscopy (2DES) and high time resolution broadband pump–probe spectroscopy. The stretching modes of C-C and C=C are 1195 and 1590 cm$^{-1}$, respectively$^{24}$. Although the crossing

In Figure 8 (9) for the CAM-B3LYP (B3LYP) functional, the $S_2$-$S_y$ energy gap at $R_0$ is 0.55 (0.45) eV, the $S_2$ excitation energy downshifts by 0.41 (0.28) eV from $R_0$ to $R_2$, and the $S_y$ excitation energy redshifts by 0.93 (0.72) eV from $R_0$ to $R_2$. Although there is a large difference in these physical quantities between the two functionals, the energies, including both the excitation energy and total energy, in the $S_2$ and $S_y$ states are very close at $R_2$ for these two functionals. There is an apparent energy surface crossing between the $S_2$ and $S_y$ states. $S_y$ reaches its own potential minimum soon after passing the $R_2$ geometry. As a consequence, the emission energy of $S_y$ is a little bit (0.1~0.2 eV) lower than that of $S_2$. This is consistent with the results obtained from the CDFT-derived excited-state dynamics in the main context. Overall, our conclusions that $S_2$ can decay into $S_y$ and the emission energy of $S_y$ is lower than $S_2$ are robust against the difference in the technique to relax RG in the excited state. These support the experimental findings of the new state in two-dimensional electronic spectroscopy (2DES) and high time resolution broadband pump–probe spectroscopy. The stretching modes of C-C and C=C are 1195 and 1590 cm$^{-1}$, respectively$^{24}$. Although the crossing
point between the S₂ and S_y states is not in the R₀-R₂ region, vibration can assist the transition from S₂ to S_y.

**Supplementary Figure 10.** Potential surfaces for the S₀, S₂ and S_y states of the N=11 polyene along the torsional coordinate. (a) from the all-trans (top) to the 11-cis (middle) configurations. (b) from the all-trans (top) to the 5-cis (middle) configurations. Since potential surfaces are nearly symmetric with respect to the 90° configuration, as can be seen from (a), only the surfaces from 0°–90° are depicted in (b). In these two calculations, the polyene is twisted around one C=C bond rigidly with the bond lengths and bond angles fixed at their ground-state values. Please note that since bond length alternation is not considered, there is no minimum in the S₂ and S_y potential surfaces in (a) and (b). This is different from the protonated Schiff bases with N=5 whose lowest minimum for the first bright state locates at the torsional angle around 90° as proved in experiments²⁵ and our previous GW-BSE calculations²⁶.

**Supplementary References**


